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ABSTRACT: 

A mobile Ad Hoc network is a collection of wireless mobile hosts which form a temporary network without 

any centralized administration, in which individual nodes communicate by forwarding packets to each 

other. MANET is a temporary network which is used for performing specific task in certain time period. 

There are various issues in MANET. An important and essential issue for mobile ad hoc networks is routing 

protocol design that is a major technical challenge due to the dynamic nature of the network. During the last 

few years, active research work resulted in a variety of proposals. This paper presents a state-of-the-art 

review and a comparison for typical representatives of routing protocols designed for mobile ad hoc 

networks. The paper aims at providing criteria according to which the protocols can be compared and 

classified. 
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INTRODUCTION TO MOBILE ADHOC NETWORK: 

Mobile ad hoc network is collections of wireless nodes that can allow people and devices to communicate 

with each other without help of an existing infrastructure, e.g., disaster recovery environments. All nodes 

are capable of movement and can be connected dynamically in any random manner. The nodes itself is 

responsible for organizing, controlling and managing the entire network. The entire network is mobile, and 

the individual terminals are allowed to move at their will relative to each other. In this type of network, 

some pairs of terminals may not be able to communicate directly to with each other and relaying of some 

messages is required so that they are delivered to their destinations. The nodes of these networks also 

function as routers, which discover and maintain routes to other nodes in the networks. The nodes may be 

located in or on airplanes, ships, and trucks, cars, perhaps even on people or very small services. Effective 

routing has become an issue of significant concern in MANET. There for choosing an effective and 

efficient routing protocol for MANET is a crucial factor which must be always taken to be consideration. 

 

LIMITATIONOF ROUTING PROTOCOLS: 
Routing is a fundamental issue for networks. A lot of routing algorithms have been proposed for wired 

networks and some of them have been widely used. Dynamic routing approaches are prevalent in wired 

networks. Distance Vector routing [31] and Link State routing [31] are two of the most popular dynamic 

routing algorithms used in wired networks. Distance Vector routing protocols are based on the Bellman- 
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Ford routing algorithm. In Distance Vector routing, every router maintains a routing table (i.e. vector), in 

which it stores the distance information to all reachable destinations. A router exchanges distance 

Information  with its neighbors periodically to update its routing table. In Link State routing algorithm,each 

node periodically notifies its current status of links to all routers in the network. Whenever a link state 

change occurs, the respective notifications will be flooded throughout the whole network. After receiving 

the notifications, all routers re-compute their routes according to the fresh topology information. In mobile 

ad hoc networks, when using a Distance Vector routing or Link State based routing protocol designed for 

wired networks, frequent topology changes will greatly increase the control overhead. Distance Vector and 

Link State routing algorithms will cause routing information inconsistency and route loops when used for 

dynamic networks. 

 

CHARACTERISTICS OF ROUTING PROTOCOLS: 

To compare and analyze mobile ad hoc network routing protocols, appropriate classification methods are 

important. Classification methods help researchers and designers to understand distinct characteristics of a 

routing protocol and find its relationship with others. Therefore, we present protocol characteristics which 

are used to group and compare different approaches. 

 

A. Proactive, Reactive and Hybrid routing: 

One of the most popular methods to distinguish mobile ad hoc network routing protocols is based on how 

routing information is acquired and maintained by mobile nodes. Using this method, mobile ad hoc network 

routing protocols can be divided into proactive routing, reactive routing and hybrid routing. 

A proactive routing protocol is also called "table driven" routing protocol. Using a proactive routing 

protocol, nodes in a mobile ad hoc network continuously evaluate routes to all reachable nodes and attempt 

to maintain consistent, up-to-date routing information. Therefore, a source node can get a routing path 

immediately if it needs one. 

 

B. Structuring and delegating the routing task: 

Another classification method is based on the roles which nodes may have in a routing scheme. In a 

uniform routing protocol, all mobile nodes have same role, importance and functionality. In zone based 

routing protocols, different zone constructing algorithms are exploited for node organization, e.g. some 

zone constructing algorithms uses geographical information. Also zones may overlap or not depending on 

the constructing method. A cluster based routing protocol uses specific clustering algorithm for cluster head 

election. Mobile nodes are grouped into clusters and cluster heads take the responsibility for membership 

management and routing functions. In core-node based routing protocols for mobile ad hoc networks, 

critical nodes are dynamically selected to compose a "backbone" for the network. The “backbone” nodes 

carry out special functions, such as routing paths construction and control/data packets propagation. Core-

Extraction Distributed Ad Hoc Routing (CEDAR) [22] is a typical core-node based mobile ad hoc network 

routing protocols. 

 

C. Exploiting network metrics for routing: 

Metrics used for routing path construction can be used as criteria for mobile ad hoc network routing 

protocol classification. Most routing protocols for mobile ad hoc networks use "hop number" as a metric. If 

there are multiple routing paths available, the path with the minimum hop number will be selected. If all 

wireless links in the network have the same failure probability, short routing paths are more stable than the 

long ones and can obviously decrease traffic overhead and reduce packet collisions. However, the 

assumption of the same failure properties may not be true in mobile ad hoc networks. Therefore, the 

stability of a link has to be considered in the route construction phase. For example, routing approaches  
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such as Associativity Based Routing (ABR) [24] and Signal Stability based Routing (SSR) [26] are 

proposed that use link stability or signal strength as metric for routing. 

D. Evaluating topology, destination and location for routing: 

In a topology based routing protocol for mobile ad hoc networks, nodes collect network topology 

information for making routing decisions. Other than topology based routing protocols, there is some 

destination-based routing protocols proposed in mobile ad hoc networks. In a destination–based routing 

protocol a node only needs to know the next hop along the routing path when forwarding a packet to the 

destination. For example, DSR is a topology based routing protocol. AODV and DSDV are destination 

based routing protocols. The availability of GPS or similar locating systems allows mobile nodes to access 

geographical information easily. In location-based routing protocols, the position relationship between a 

packet forwarding node and the destination, together with the node mobility can be used in both route 

discovery and packet forwarding. Existing location-based routing approaches for mobile ad hoc networks 

can be divided into two schemes. In the first scheme, mobile nodes send packets merely depending on the 

location information and do not need any extra knowledge. The other scheme uses both location 

information and topology information. Location Aided Routing (LAR) [6] and Distance Routing Effect 

Algorithm for Mobility (DREAM) [15] are typical location-based routing protocols proposed for mobile ad 

hoc networks. 

 

E. Multicast routing protocols: 
Most classification methods used for unicast routing protocols for mobile ad hoc networks are also 

applicable for existing multicast routing protocols. For example, multicast routing algorithms for mobile ad 

hoc networks can be classified into reactive routing and proactive routing. The Ad-hoc Multicast Routing 

(AMRoute) [46] and Ad hoc Multicast Routing protocol utilizing Increasing id-numbers (AMRIS) [47] 

belong to category of proactive multicast routing and the On-Demand Multicast Routing Protocol 

(ODMRP) [44] and Multicast Ad hoc On-demand Distance Vector (MAODV) [61] are reactive multicast 

routing protocols. There is a classification method particularly used for multicast routing protocols for 

mobile ad hoc networks. This method is based on how distribution paths among group members are 

constructed. According to this method, existing multicast routing approaches for mobile ad hoc networks 

can be divided into tree based multicast routing, mesh based multicast routing, core based multicast routing 

and group forwarding based multicast. 

 

COMPARSION OF VARIOUS ROUTING PROTOCOLS: 

In this section we will compare the different proactive, reactive, zone based, location based routing 

protocols one by one. 

 

A. Comparison of Various Proactive Routing Protocols: 

Proactive approaches have the advantage of readily available routes the moment they are required. Because 

each node consistently maintains an up-to-date route to every other node in the network, a source can 

simply check its routing table when it has data packets to send to some destination and begin packet 

transmission. However, the primary disadvantage of these protocols is that the control overhead can be 

significant in large networks or in networks with rapidly moving nodes. Proactive protocols tend to perform 

well in networks where there are a significant number of data sessions within the network. In this section 

we compare WRP, DSDV and FSR three proactive routing protocols. 

 

Comparison of WRP, DSDV and FSR Protocols: 

Control traffic overhead and loop-free properties are two important issues when applying proactive routing 

to mobile ad hoc networks. The proactive routing protocols used for wired networks normally have 

predictable control traffic overhead because topology of wired networks change rarely and most routing 
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updates are periodically propagated. However, periodic routing information updates are not enough for 

mobile ad hoc routing protocols. The proactive routing in mobile ad hoc networks needs mechanisms that  

Dynamically collect network topology changes and send routing updates in an event-triggered style. 

Different mechanisms are used in WRP, DSDV and FSR for loop-free guarantee. WPR records the 

predecessor and the successor along a path in its routing table and introduces consistence-checking 

mechanism. In this way, WRP avoids forming temporary route loops but incurs additional overhead. Every 

node needs to maintain more information and execute more operations. In DSDV, a destination sequence 

number is introduced to avoid route loops. FSR is a modification of traditional Link State routing and its 

loop-free property is inherited from Link State routing algorithm. WRP, DSDV and FSR have the same 

time and communication complexity. Whereas WRP has a large storage complexity compared to DSDV 

because more information is required in WRP to guarantee reliable transmission and loop-free paths. Both 

periodic and triggered updates are utilized in WRP and DSDV; therefore, their performance is tightly 

related with the network size and node mobility pattern. As a Link State routing protocol, FSR has high 

storage complexity, but it has potentiality to support multiple-path routing and QoS routing. 

 

B. Comparison of Various Reactive Routing Protocols: 

Reactive routing techniques, also known as on-demand routing, take a very different approach to routing 

than proactive routing approaches. A large percentage of the overhead from proactive protocols stem from 

the need for every node to maintain a route to every other node in the network at all times. In this section 

we compare DSR, AODV and TORA three Reactive routing protocols. 

 

Comparison of DSR, AODV and TORA Protocols: 

DSR exploits source routing and routing information caching. A data packet in DSR carries the routing 

information needed in its route record field. DSR uses flooding in the route discovery phase. AODV adopts 

the similar route discovery mechanism used in DSR, but stores the next hop routing information in the 

routing tables at nodes along active routes. Therefore, AODV has less traffic overhead and is more scalable 

because of the size limitation of route record field in DSR data packets.  

Both DSR and TORA support unidirectional links and multiple routing paths, but AODV doesn’t. In 

contrast to DSR and TORA, nodes using AODV periodically exchange hello messages with their neighbors 

to monitor link disconnections. This incurs extra control traffic overhead. In TORA, utilizing the "link 

reversal" algorithm, DAG constructs routing paths from multiple sources to one destination and supports 

multiple routes and multicast [37]. In AODV and DSR, a node notifies the source to re-initiate a new route 

discovery operation when a routing path disconnection is detected. In TORA, a node re-constructs DAG 

when it lost all downstream links. Both AODV and DSR use flooding to inform nodes that are affected by a 

link failure. However, TORA localizes the effect in a set of node near the occurrence of the link failure. 

AODV uses sequence numbers to avoid formation of route loops. Because DSR is based on source routing, 

a loop can be avoided by checking addresses in route record field of data packets. In TORA, each node in 

an active route has a unique height and packets are forwarded from a node with higher height to a lower 

one. So, a loop-free property can be guaranteed in TORA. However, TORA has an extra requirement that 

all nodes must have synchronized clocks. In TORA, oscillations may occur when coordinating nodes 

currently execute the same operation. 

 

C. Comparison of Various Zone-Based Routing Protocols: 
ZRP is a well-known hybrid protocol that is most suitable for large-scale networks. Its name is derived 

from the use of “zones” that define the transmission radius for every participating node. This protocol uses 

a proactive mechanism of node discovery within a node’s immediate neighbors, while inter-zone 

communication is carried out by using reactive approached.ZRP utilizes the fact that node communication 

in ad hoc networks is mostly localized, thus the changes in the nodes topology within the vicinity of a node 
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are of primary importance. ZRP makes use of this characteristic to define a framework for node 

communication with other existing protocols. Local neighborhoods, called zones are defined for nodes. The  

Size of a zone is based on a factor defined as the number of hops to the perimeter of the zone. There may be 

various overlapping zones, which helps in route optimization. In this section we compare ZRP; HARP and 

ZHLS three zone based routing protocols. 

 

Comparison of ZRP, HARP and ZHLS Protocols: 

In ZRP, the network is divided into overlapping zones according to the topology knowledge for 

neighboring nodes of each node. In HARP, the network is divided into non-overlapping zones dynamically 

by DDR through mapping the network topology to a forest. For each node in HARP, the topology 

knowledge for neighboring nodes is also needed and the zone level stability is used as a QoS parameter to 

select more stable route. ZHLS assumes that each node has a location system such as GPS and the 

geographical information is well known, and the network is geographically divided into non-overlapping 

zones. The performance of a zone based routing protocol is tightly related to the dynamics and size of the 

network and parameters for zone construction. However, because zones heavily overlap, ZRP in general 

will incur more overhead than ZHLS and HARP. All three zone-based routing protocols presented in this 

subsection use proactive routing for intra-zone communication and reactive routing for inter-zone packet 

forwarding. Performance of a zone based routing protocol is decided by the performance of respective 

proactive and reactive routing protocols chosen and how they cooperate each other. 

 

D. Comparison of Various Cluster-Based Routing Protocols: 

In this section we compare CGSR, HSR and CBRP Cluster routing protocols. 

 

Comparison of CGSR, HSR and CBRP Protocols: 

Different clustering algorithms have been introduced to group mobile nodes and elect cluster heads in 

cluster based routing protocols. In HSR, hierarchical addressing is used and the network may have a 

recursive multi-level cluster structure. Moreover, a location management mechanism is used in HSR to map 

the logical address to the physical address. CGSR is based on DSDV, a proactive routing protocol for 

mobile ad hoc networks, and every node keeps routing information for other nodes in both the cluster 

member table and the routing table. In CBRP, every node keeps information about its neighbors and a 

cluster head maintains information about its members and its neighboring cluster heads. CBRP exploits the 

source routing scheme and the addresses of cluster heads along a route are recorded in the data packets. 

 

E. Comparison of Various Core-node Based Routing Protocols: 

In this section we compare CEDAR, OLSR and LANMAR Cluster routing protocols. 

 

Comparison of CEDAR, OLSR and LANMAR: 
In a core-node based routing protocol, the core-node extraction method is a key component. CEDAR, 

OLSR and LANMAR apply totally different approaches for core node extraction purpose. In LANMAR, 

the landmark nodes are application related and pre-defined according to their mobility pattern. Obviously, 

landmark nodes are suitable for tracing groups of nodes that have the same movement patterns. LANMAR 

is only suitable for specific mobile applications, which meet the assumptions that during the network 

lifetime, landmark nodes will not change their roles and mobile nodes will not change their mobility 

patterns. In CEDAR, a minimal (or nearly minimal) set of core nodes is selected to cover the network 

according to a certain optimization algorithm. The core nodes can be thought as a dynamically constructed 

"backbone" as in a cellular network. Core nodes keep link state information of the network. The link state 

information may include bandwidth, stability or delay information that can be exploited for QoS support 

and route optimization. The link state propagation is a function of link stability and quality. Only core 
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nodes are involved during route discovery operations. The main disadvantages of CEDAR are that the core 

extraction algorithm is needed and core nodes have to handle additional traffic associated with route 

discovery and maintenance. Different from CEDAR, a node selects its MPR independently in OLSR. A 

node propagates its MPR set changes through the network, but only MPRs re-broadcast control messages. 

Thus, OLSR reduces the traffic overhead and improves scalability. 

 

F. Comparison of Various Location-Based Routing Protocols: 

In this section we compare LAR, DREAM and GLS Cluster routing protocols. 

 

Comparison of LAR, DREAM and GLS: 

Location based routing protocols exploit location and node mobility information for the routing process. 

LAR, DREAM and GLS use the information in different ways and provide different services. LAR can be 

integrated into a reactive routing protocol and its main objective is to perform more efficient route 

discovery and limit the flooding of route request packets. Using LAR, a sender includes its location in the 

packets. In contrast to LAR, DREAM itself is a proactive routing protocol and every node keeps location 

information of all participants in the network. In DREAM, the location update frequency is determined by 

the relative distance between nodes and their mobility characteristics. GLS is not a routing protocol, but 

only provides a location service. In GLS, every node has several location servers scattered throughout the 

network which provide location information. Although the flooding is constrained in both LAR and 

DREAM by using location information, they are still not suitable for large-scale ad hoc networks. Their 

poor scalability roots in the directional flooding reactively initiated in LAR and proactive location 

information flooding in DREAM. In contrast, GLS can be used in large-scale mobile ad hoc networks with 

high node density. In GLS, a node chooses a small set of location severs throughout the network. Compared 

to LAR and DREAM, GLS doesn’t exploit flooding for location update and query. Hence, its traffic 

overhead is greatly reduced. Simulation results in [40, 41] showed that GLS has a high query success ratio 

in large networks with high node density. However, simulation work in [42] also showed that the 

performance of GLS greatly declines in small size networks with lower node density. Because LAR is used 

for route discovery and GLS provides only location service, they should be used with appropriate location 

based forwarding schemes [57]. However, DREAM itself is a routing protocol and comprises location 

service and packet forwarding. 

 

G. Comparison of  Various Link Stability Based Routing Protocols: 

In this section we compare CEDAR, OLSR and LANMAR Cluster routing protocols. 

 

Comparison of ABR and SSR : 
Although ABR and SSR are all based on Link State routing algorithm, they have distinct features and 

different mechanisms. ABR is a reactive routing protocol and is proposed to incorporate the link stability 

into routing to construct long-lived routing paths. The metric associativity is used in ABR to measure how 

long a wireless link lasts without failure. Following the assumption that the number of the associativity tags 

of a link reflects how long the link will be available in the future, a route path with greatest associativity 

tags is constructed. SSR can be seen as an extension of ABR. SSR uses signal stability as routing metric 

and route requests are propagated only through strong channels. SSR also assumes that the current signal 

strength of a channel can be used to predict its state in the future. Additionally, in SSR the messages are 

only propagated through strong channels to reduce the traffic overhead. 
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CONCLUSION: 
Routing is an essential component of communication protocols in mobile ad hoc networks. The design of 

the protocols are driven by specific goals and requirements based on respective assumptions about the 

network properties or application area. This thesis tries to review typical routing protocols and reveal the 

characteristics and trade-offs. There are still many issues which have not been considered in this thesis e.g. 

related to quality of service or recent work on position-based and geographical routing. 
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